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Abstract

This workshop concerns the relationship between the syntactic properties of a
given language and the choice of linguistic theory for annotation purposes. In
this paper, I will discuss and compare four different annotation schemes that
have been proposed for Swedish in terms of their suitability for Swedish syn-
tax as well as their relationship to linguistic theory and annotation schemes
proposed for other languages.

1 Introduction

One of the issues brought up in this workshop concerns the relationship between
the syntactic properties of a given language and the choice of linguistic theory for
annotation purposes. Our Swedish treebank consortium, consisting of researchers
from Vixjo University, KTH and Stockholm University, is currently facing a spe-
cific instance of this issue in trying to define an annotation standard for a large-scale
treebank of Swedish written and spoken language.

In this paper, I will discuss and compare four different annotation schemes that
have been proposed for Swedish in terms of their suitability for Swedish syntax
as well as their relationship to linguistic theory and annotation schemes proposed
for other languages. Other aspects that will be touched upon are the availability
of parsers and/or annotated training data for developing parsers, the different re-
quirements for annotation of spoken and written language, and the different needs
of different user groups.

By way of background, I will start by reviewing some basic facts about the
syntax of Swedish, a Germanic verb second language with moderately fixed word
order. In doing this I will also introduce the Scandinavian tradition of descriptive
grammar, in particular the influential field model due to Diderichsen [5]. The back-
ground section also contains a brief discussion of existing annotation schemes for
other languages and their relation to current linguistic theory.

The main part of the paper will be devoted to a discussion and comparison of
the following four annotation schemes for Swedish:



MAMBA (Teleman [19])

SynTag (Jarborg [6])

SWECG (Birn [1])
e S-CLE (Gambick [7])

The four schemes fall naturally into two groups, MAMBA and SynTag being stan-
dards designed for manual annotation of corpus material, while SWECG and S-
CLE are primarily general purpose parsing systems which have corpus annotation
as one of their (potential) applications.

2 Treebanks and Linguistic Theory

The number of treebanks available for different languages is growing steadily and
with them the number of different annotation schemes. This makes it very difficult
to say something general about the relation between annotation schemes and lin-
guistic theory, but broadly speaking I think we may distinguish three main kinds of
annotation in current practice:

e Annotation of constituent structure
e Annotation of functional structure
e Theory-specific annotation

This is obviously not a proper taxonomy, since theory-specific annotation may
concern both constituent structure and functional structure. Rather, the first two
categories are meant to cover more or less theory-neutral annotation schemes, fo-
cusing on constituent structure or functional structure, respectively. It should also
be pointed out immediately that the annotation found in many if not most of the ex-
isting treebanks actually combines two or even all three of these categories. Still, I
believe that the categories may be useful in discussing existing annotation schemes
and their relation to linguistic theory. I will treat the categories in the order in
which they are listed above, which I think roughly corresponds to the historical
development of treebank annotation schemes.

The annotation of constituent structure, often referred to as bracketing, is the
main kind of annotation found in pioneering projects such as the Lancaster Parsed
Corpus (Garside et al. [8]) and the original Penn Treebank (Marcus et al. [10]).
Normally, this kind of annotation consists of part-of-speech tagging for individual
word tokens and annotation of major phrase structure categories such as NP, VP,
etc. Figure 1 shows a representative example, taken from the IBM Paris Treebank
using a variant of the Lancaster annotation scheme.

Annotation schemes of this kind are usually intended to be theory-neutral and
therefore try to use mostly uncontroversial categories that are recognized in all or



[N Vous_PPSA5MS NJ
[V accedez_VINIPS
[P a_PREPA
[N cette_DDEMFS session_NCOFS N]
P]
[Pv a_PREP31 partir_ PREP32 de_PREP33
[N la_DARDFS fenetre NCOFS
[A Gestionnaire_AJQFS
[P de_PREPD
[N taches_NCOFP N]

Figure 1: Constituency annotation in the IBM Paris Treebank

most syntactic theories that assume some notion of constituent structure. More-
over, the structures produced tend to be rather flat, since intermediate phrase level
categories are usually avoided, as well as complex structures such as Chomsky
adjunction. The drawback of this is that the number of distinct expansions of the
same phrase category can become very high. For example, Charniak [3] was able
to extract 10,605 distinct context-free rules from a 300,000 word sample of the
Penn Treebank. Of these, only 3943 occurred more than once in the sample.

The status of grammatical functions and their relation to constituent structure
has long been a controversial issue in linguistic theory. Thus, whereas the stan-
dard view in transformational syntax since Chomsky [4] has been that grammatical
functions are derivable from constituent structure, proponents of dependency syn-
tax such as Mel’¢uk [13] have argued that functional structure is more fundamental
than constituent structure. Other theories, such as LFG, steer a middle course by
assuming both notions as primitive.

When it comes to treebank annotation, the annotation of functional structure
has become increasingly important in recent years. The most radical examples
are perhaps the annotation schemes based on dependency syntax, exemplified by
the Prague Dependency Treebank of Czech (Hajic [9]) and the METU Treebank of
Turkish (Oflazer et al. [14]), where the annotation of dependency structure is added
directly on top of the morphological annotation without any layer of constituent
structure. Figure 2 shows a simple example of dependency annotation from the
Prague Dependency Treebank.

The trend towards more functionally oriented annotation schemes is also re-
flected in the extension of constituency-based schemes with annotation of gram-



Kominik kominy
Sb Obj

Kominik vymetd kominy
Chimneysweep sweeps chimney

Figure 2: Functional annotation in the Prague Dependency Treebank

matical functions. Cases in point are SUSANNE (Sampson [17]), which is a devel-
opment of the Lancaster annotation scheme mentioned above, and Penn Treebank
IT (Marcus et al. [11]), which adds functional tags to the original phrase structure
annotation. One of the most interesting examples in this respect is the annota-
tion scheme adopted in the TIGER Treebank of German (Brants and Hansen [2]),
developed from the earlier NEGRA treebank and annotation scheme, which inte-
grates the annotation of constituency and dependency in a graph where node labels
represent phrasal categories while edge labels represent syntactic functions.

The third kind of annotation scheme that is found in available treebanks is the
kind that adheres to a specific linguistic theory and uses representations from that
theory to annotate sentences. Thus, HPSG has been used as the basis for treebanks
of Bulgarian (Simov et al. [18]) and Polish (Marciniak et al. [12]), and the Prague
Dependency Treebank mentioned earlier is based on the theory of Functional Gen-
erative Description (Sgall et al. [16]). There has also been work done on automatic
f-structure annotation in the theoretical framework of LFG (see, e.g., Sadler et al.
[15D.

In conclusion, we may perhaps say that there has been a trend towards more
functionally oriented annotation schemes in recent years, and that theory-specific
annotation schemes have become more common, but that it is probably still true
to say that the dominant paradigm in treebank annotation is the kind of theory-
neutral annotation of constituent structure with added functional tags represented
by schemes such as the Penn Treebank II standard.



3 Conclusion

In conclusion, MAMBA and SWECG emerge as the strongest candidates for use in
the annotation of a Swedish treebank. The other two schemes considered, SynTag
and S-CLE, are interesting in their own right but are on the whole less suitable for
adoption in a large-scale treebank project.

MAMBA and SWECG have the advantage of being firmly based in the Swedish
tradition of descriptive grammar and can therefore be expected to have good de-
scriptive adequacy and coverage. This is true especially for MAMBA, which has
been designed especially to handle spoken language as well as written language.
Moreover, the fact that these schemes are based on notions of traditional grammar
means that they provide an annotation which may be more accessible to non-expert
treebank users.

The main weakness of SWECG is that the annotation contains little or no in-
formation about phrase structure and is therefore difficult to relate to many current
linguistic theories. However, this situation has clearly improved with the devel-
opment of FDG, which establishes a more direct connection to dependency-based
theories of syntax and also provides a better basis for the reconstruction of phrase
structure from dependency structure if this is required.

For MAMBA the biggest problem is instead the lack of resources for auto-
matic annotation, although it may be possible to improve the situation by using the
available annotated corpora for bootstrapping a parsing system.
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